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Summary of the project 

In the last few years, the explosion of interest in deep learning has led to improve dramatically the 
performance of intelligent systems in a remarkable number of different fields. However, recent 
critical analyses provide evidence of their limitations. In machine learning, one is typically con-
cerned with communication protocols, the purpose of which is to explain the task to be learned. 
However, the interest is growing on high human-like interactions capable of supporting a sort of  
Leaning to explain and explain to learn  (L2EE2L) protocol.   

In this PhD project the student is expected to explore a constrained-based modeling of the envi-
ronment that makes it possible to unify learning and inference within the same mathematical 
framework. The unification is based on the abstract notion of constraint, which provides a repre-
sentation of knowledge granules gained from the interaction with the environment. The agents are 
based on deep neural network architectures, whose learning and inferential processes are driven 
by different schemes for enforcing the environmental constraints.  

In this PhD we plan to address this core question for AI field by including logic constraints into 
machine learning models from both directions: 

- Top-Down: Logic constraints from relational knowledge graph will be translated into real-
valued functions arising from the adoption of opportune t-norms as in [1]. Computational 
models like Graph Neural Networks (GNN) will be incorporated in the proposed frame-
work thanks to the expression of structured domains by constraints [2]. Based on such 
neural architectures, as Deep Logic Models, we should be able to strengthen and enrich the 
existing knowledge (for instance by predicting links between concepts in knowledge 
graphs) [3, 4]. 

- Bottom-Up: The architecture of a deep network trained on a given dataset can be related to 
the underlying knowledge between the concepts represented in this dataset [6, 7, 8].  Thus, 
both the knowledge graph between considered concepts and the deep neural network can 
strengthen and improve each other though reasoning and semantic relational consistency 
preservation.  

 



The project is build up on massive research activity carried out at SAILAB in the last few years  
http://sailab.diism.unisi.it/learning-from-constraints/ and it is also supposed to evolve the studies 
in the growing community of GNN. Not surprisingly this intense research activity at SAILAB 
echoes with innovative and prominent researches conducted in the 3IA Institute. The new tech-
niques investigated in the 3IA to bridge the gap between not explainable decisions made by deep 
networks with fully explainable knowledge-based reasoning, are very complementary with 
SAILAB activities. This context of cross-fertilization will benefit to the PhD project to reinforce 
the existing links between the 3AI and SAILAB.  

This PhD project is expected to provide solid foundations on explanation by learning new (logic) 
constraints paired with those given from the environment. The theoretical results are expected to 
be validated mostly on a truly on-line virtual environment based on visual and linguistic interac-
tion, that is currently under development at SAILAB.  

 

Conditions 

Remuneration: around 2650€ gross 

Teaching obligation: the 3IA PhD students are subject to a teaching obligation of 64 hours per 
year. 
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